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SUMMARY This paper proposes the conditional LZ com-
plexity and analyzes its property. Especially, we show an in-
equality corresponding to Ziv’s inequality concerning a distinct
parsing of a pair of sequences. Further, as a byproduct of the
result, we show a simple proof of the asymptotical optimality of
Ziv’s universal source coding algorithm with side information.
key words: conditional LZ complexity, conditional Ziv’s in-
equality, universal source coding

1. Introduction

The Lempel-Ziv78 (LZ78) code proposed by Ziv and
Lempel [1] is one of the most popular lossless source
code. Further, LZ78 code has various applications in
the areas of information theory such as random num-
ber generation, hypothesis testing, etc. [2]. LZ78 code is
based on the incremental parsing. Thus, trying to bet-
ter understand the parsing of the string is an impor-
tant problem in information theory. Especially, Ziv’s
inequality [3, Lemma 12.10.3] is known as a useful in-
equality that provides a connection between partitions
of the string and probability distribution. On the other
hand, LZ78 code can also be applied to the sequence
accompanied by side information. For example, Ziv [4]
considered the incremental parsing of the joint string
consists of the sequence of ordered pairs of input and
side information symbols, and proposed the source cod-
ing algorithm with side information, which was proved
to be asymptotically optimal [5]. Moreover, Merhav [6]
gave a lower bound to the compression ratio of source
coding with side information by using the incremen-
tal parsing of the joint string. In this paper, we con-
sider distinct parsing of the joint string, and propose
the concept of the conditional Lempel-Ziv (LZ) com-
plexity. Then, we show an inequality corresponding to
Ziv’s inequality and analyze the property of the condi-
tional LZ complexity. Further, by using the result, we
show an elementary proof of the asymptotical optimal-
ity of Ziv’s universal source coding algorithm with side
information [5].

Manuscript received January 9, 2003.
Manuscript revised April 18, 2003.
Final manuscript received June 6, 2003.

†The authors are with Dept. of Communications and
Integrated Systems, Tokyo Institute of Technology, Tokyo,
152-8522 Japan.
a)E-mail: uyematsu@ieee.org
b)E-mail: kuzuoka@it.ss.titech.ac.jp

2. Conditional LZ Complexity and Its Proper-
ties

Let X and Y be two finite alphabets. For given x =
x1x2 · · ·xn ∈ Xn and y = y1y2 · · · yn ∈ Yn, the string
(xy) = (x1y1)(x2y2) · · · (xnyn) ∈ (X × Y)n of pairs of
symbols is called a joint string.

Suppose that the joint string (xy) is parsed into
c = c(x, y) distinct words as follows:

(xy) = (xy)n1
n0+1(xy)n2

n1+1 · · · (xy)nc
nc−1+1, (1)

where (xy)ji denotes a substring (xiyi)(xi+1yi+1) · · ·
(xjyj) of the string (xy) and n0 = 0, nc = n. We denote
by c(y), the number of distinct phrases in the parsing
of y induced by the parsing (1), and by y(l), the lth dis-
tinct phrase in the induced parsing on y. Set cl(x|y) to
be the number of distinct x phrases that appear jointly
with y(l). Then, the conditional LZ complexity of x
with side information y induced by the parsing (1) is
defined by

1
n

c(y)∑
l=1

cl(x|y) log cl(x|y). (2)

The conditional LZ complexity satisfies the next
theorem that is corresponding to [3, Theorem 12.10.1].

Theorem 1: Let (X,Y) be a stationary ergodic pro-
cess. Then, for any distinct parsing of the joint string,

lim sup
n→∞

1
n

c(Y n
1 )∑

l=1

cl(Xn
1 |Y n

1 ) log cl(Xn
1 |Y n

1 )

≤ H(X|Y) a.s. (3)

where Xn
1 and Y n

1 are sequences of random variables
generated by X and Y respectively, and H(X|Y) is the
conditional entropy rate of the process (X,Y).

Remark: Merhav [6] showed another characterization
of the conditional LZ complexity. When we compress x
in the presence of y as side information at both encoder
and decoder, for any K-state lossless encoder E and for
every (xy),

LE(x|y) ≥
1
n

c(y)∑
l=1

[cl(x|y) +K2] log
cl(x|y)
4K2

, (4)
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where LE(x|y) is the code length associated with the
encoder E. Notice that for any fixed K, right hand side
of (4) approaches conditional LZ complexity as n tends
to infinity.

Before proceeding to the proof of the theorem, we
introduce some notations and lemmas. For a fixed in-
teger k and arbitrarily fixed s1 ∈ Sk

�
= (X × Y)k, let

Q̃k((xy)|s1) be an arbitrary kth order Markov distri-
bution on (X ×Y)n. Suppose that the joint string (xy)
is parsed as (1) and define si = (xy)i−1

i−k. Namely, si

is the k symbols of (xy) preceding (xy)i. Let cl,s be
the number of phrases xni

ni−1+1(1 ≤ i ≤ c) which satisfy
yni

ni−1+1 = y(l) and sni−1+1 = s, where l = 1, · · · , c(y)
and s ∈ Sk. We now describe the conditional Ziv’s
inequality.

Lemma 1 (Conditional Ziv’s inequality): For any
stationary kth order Markov distribution Q̃k and any
joint string (xy),

log Q̃k(x|y, s1) ≤ −
c(y)∑
l=1

∑
s∈Sk

cl,s log cl,s, (5)

where the initial state s1 = (xy)0−k+1 is arbitrarily
fixed.

Proof: Let us define the set I(l, s) as

I(l, s)
�
= {i : yni

ni−1+1 = y(l), sni−1+1 = s}.

Since xni
ni−1+1 
= x

nj

nj−1+1(i 
= j), for any l and s,∑
i∈I(l,s)

Q̃k(xni
ni−1+1|yni

ni−1+1, sni−1+1) ≤ 1.

Thus, we have

log Q̃k(x|y, s1)

=
c(y)∑
l=1

∑
s∈Sk

∑
i∈I(l,s)

log Q̃k(xni
ni−1+1|yni

ni−1+1, sni−1+1)

=
∑
l,s

cl,s

∑
i∈I(l,s)

log Q̃k(xni
ni−1+1|yni

ni−1+1, sni−1+1)

cl,s

≤
∑
l,s

cl,s log

( ∑
i∈I(l,s)

1
cl,s

Q̃k(xni
ni−1+1|yni

ni−1+1, sni−1+1)

)

≤ −
∑
l,s

cl,s log cl,s,

where the first inequality follows from Jensen’s inequal-
ity. ✷

Proof of Theorem 1: Let Q be a joint distribution
that characterizes the process (X,Y) and Q̃k be the
kth order Markov approximation of Q defined as

Q̃k((xy)n−k+1)
�
= Q((xy)0−k+1)

n∏
i=1

Q((xy)i|(xy)i−1
i−k). (6)

Let cl = cl(x|y) and c =
∑c(y)

l=1 cl. Then using the
fact

∑
s∈Sk

cl,s = cl, and applying Lemma 1 to the
conditional distribution Q̃k(x|y, s1) which is deduced
from (6), we have

log Q̃k(x|y, s1)

≤ −
c(y)∑
l=1

∑
s∈Sk

cl,s log cl,s

= −
c(y)∑
l=1

cl log cl − c

c(y)∑
l=1

∑
s∈Sk

cl,s

c
log

cl,s

cl

= −
c(y)∑
l=1

cl log cl + cH(S|L)

≤ −
c(y)∑
l=1

cl log cl + ck log |X ||Y|, (7)

where L and S are random variables defined by

Pr{L = l, S = s} �
=

cl,s

c
.

In a similar way as [3, Lemma 12.10.1], it can be proved
that for any distinct parsing of (xy), c/n → 0 (n → ∞).
So, from (7) we have

1
n

c(y)∑
l=1

cl log cl ≤ − 1
n
log Q̃k(x|y, s1) + δk(n), (8)

where δk(n)→ 0 (n → ∞). Therefore,

lim sup
n→∞

1
n

c(Y n
1 )∑

l=1

cl(Xn
1 |Y n

1 ) log cl(Xn
1 |Y n

1 )

≤ lim sup
n→∞

− 1
n
log Q̃k(Xn

1 |Y n
1 , (XY )0−k+1)

(a)
= lim sup

n→∞
− 1

n

n∑
i=1

log Q̃k(Xi|Yi, (XY )i−1
i−k)

= lim sup
n→∞

− 1
n

n∑
i=1

log Q̃k(Xi+k|Yi+k, (XY )i+k−1
i )

(b)
= EQ̃k

[− log Q̃k(X1|Y1, (XY )0−k+1)]

= H(X1|Y1, (XY )0−k+1)
→ H(X|Y) as k → ∞,

with probability one. Equality (a) follows from that
Q̃k is kth order Markov distribution and equality (b)
follows from the ergodic theorem. ✷

3. An Application to Source Coding Theorem
with Side Information

In this section, as an application of Theorem 1, we prove
the asymptotical optimality of Ziv’s universal source
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coding algorithm with side information [5].
First, we describe Ziv’s coding algorithm. Let x

be a sequence to be compressed and y be a side in-
formation that can be available at both encoder and
decoder.

Ziv’s algorithm[4], [5]:

1. Let (xy) = (xy)n1
n0+1(xy)n2

n1+1 · · · (xy)np

np−1+1 be the
incremental parsing [1] of (xy), where n0 = 0, np =
n. Set i = 0.

2. Encode the length (ni+1 − ni) of the substring
(xy)ni+1

ni+1 by using Elias’s ω∗code [7].
3. Find the integer j(< i) such that (xy)nj+1

nj+1 =

(xy)ni+1−1
ni+1 .

4. Let q be the number of earlier y phrases which
are identical with y

ni+1−1
ni+1 . Then, encode the serial

number of (xy)nj+1
nj+1 using �log q� bits.

5. Encode xni+1 using �log |X |� bits.
6. If i < p − 1, then set i = i+ 1 and return to Step
2. If i = p − 1, then stop encoding.

The next theorem shows that Ziv’s algorithm is
asymptotically optimal.

Theorem 2 (Uyematsu and Maeda [5]): Let (X,Y)
be a stationary ergodic process, and L(x|y) be the code
length of the Ziv’s algorithm for a joint string (xy).
Then

lim
n→∞

L(Xn
1 |Y n

1 )
n

= H(X|Y) a.s.

Proof: The converse part of the theorem can be im-
mediately obtained by [8, Theorem 4.2.1]. Hence, we
only prove the direct part of the theorem, i.e.

lim sup
n→∞

L(Xn
1 |Y n

1 )
n

≤ H(X|Y) a.s. (9)

As shown in [5, lemma 2], the code length L(x|y) sat-
isfies

L(x|y) ≤
c(y)∑
l=1

cl(x|y){log cl(x|y) + log �(y(l))

+2 log log �(y(l)) + log |X |+ log |Y|+ 9}.(10)

Further, Ziv [4] showed that for any joint string (xy) ∈
(X × Y)n,

1
n

c(y)∑
l=1

cl(x|y) log �(y(l)) ≤ O

(
log logn

log n

)
. (11)

According to (10),(11) and Theorem 1, we have

lim sup
n→∞

L(Xn
1 |Y n

1 )
n

≤ lim sup
n→∞

1
n

c(Y n
1 )∑

l=1

cl(Xn
1 |Y n

1 ) log cl(Xn
1 |Y n

1 )

≤ H(X|Y),

with probability one. Thus, (9) is proved. ✷

4. Conclusion

In this paper, we proposed the conditional LZ complex-
ity and analyzed its property. Further, by using the
result, we provided an elementary proof of the source
coding theorem with side information. As shown in this
paper, we believe that the conditional LZ complexity is
a keystone of analyzing many applications of LZ78 with
side information.
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